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ABSTRACT
As a promising alternative to TCAM-based solutions for
packet classification, FPGA has received increasing atten-
tion. Although extensive research has been conducted in
this area, existing FPGA-based packet classifiers cannot sat-
isfy the burgeoning needs from OpenFlow, which demands
large-scale rule sets and frequent rule updates. As a recently
proposed hardware-specific approach, TabTree avoids rule
replication and supports dynamic rule update. However, it
still faces problems of unbalanced rule subset partition, un-
evenly distributed subtrees and excessive TSS leaf nodes
when implemented on FPGA. In this paper, we propose a
hardware-friendly packet classification approach called Kick-
Tree, which is elaborated by considering hardware properties.
To take advantage of intrinsic parallelism of FPGA, KickTree
adopts multiple balanced decision trees which can run simul-
taneously. The bit selection is more flexible which breaks
the restriction of rule subset. Moreover, each subset size is
strictly limited, leading to bounded and evenly-distributed
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trees. Experimental results show KickTree outperforms Tab-
Tree significantly in terms of the number of memory accesses
for each classification operation while providing a rule up-
date performance comparable to TabTree. In summation,
KickTree is more practical for implementations on FPGA.
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1 INTRODUCTION
Packet classification provides a way to discriminate packets
into different “flows” and enables differentiated functionali-
ties in various applications such as quality of service (QoS),
security, and monitoring [40]. All packets belonging to the
same flow obey a pre-defined rule and are processed in simi-
lar manner by the router. Although it has beenwidely studied
in the last two decades, the well-known OpenFlow, being a
foundation of Software-Defined Networking (SDN), puts for-
ward higher requirements for packet classification [29]. Com-
pared with conventional switches and routers, the packet
classification in OpenFlow switches requires higher dimen-
sions, larger rule sets, and a faster update rate.
At present, the mainstream hardware-based algorithms

are principally TCAM-based solutions, but their shortcom-
ings of limited capacity, high cost, and high power consump-
tion make them difficult to be widely used in OpenFlow
scenarios [30]. As a powerful hardware alternative to TCAM,
the FPGA is gradually receiving attention [3, 8, 18, 31]. The
existing FPGA-based packet classification designs are mainly
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based on two algorithms: decision tree [9, 20] and decompo-
sition method [10, 33]. The method based on decision tree
faces the challenge of dynamic update due to rule replication,
while the decomposition method has the dilemma of consum-
ing too many resources so being unable to store large-scale
rule sets. So almost none of the mentioned methods can meet
the needs of OpenFlow scenarios.
TabTree [25] is a newly proposed decision tree based

packet classification algorithm dedicated to FPGA. It uses
small fields to divide rule set into subsets, and then uses Tu-
ple Space Search (TSS) [38] to assist in the construction of
decision tree for each subset, thus avoiding rule duplication
and supporting dynamic updates. However, in the actual
FPGA implementation, it still encounters several problems:
i) The division of subsets heavily relies on empirical small
fields characteristics of rules, and the number of subsets is
the exponential size of the small fields. For instance, if 𝐾
small fields are selected, 2𝐾 subsets need to be generated,
and the higher the rule dimension, the higher the probability
of a larger𝐾 value. Therefore, the scalability is poor for high-
dimensional rules; ii) The distribution of each rule subset
partitioned based on the preset small fields is uneven, so that
the depth of each decision tree is very different, which is
not conducive to the convergence of concurrent results by
FPGA; iii) There are a large number of TSS leaf nodes in
the decision tree. Each TSS structure contains multiple hash
tables, and the number of TSS is unpredictable for each rule
set, which is not friendly to hardware implementation.

In response to the above problems, we propose KickTree in
this paper, which fully takes the hardware characteristics into
consideration, eliminates the disadvantages of rule partition
based on small fields division, and takes advantage of parallel
computing. The main contributions are as follows:

• KickTree does not adopt a TSS and builds multiple
evenly distributed decision trees in a recursive man-
ner, which can tap the advantages of FPGA inherent
parallelism. Each tree is searched in parallel.

• This algorithm breaks the restriction of static subset
partition, merges all header fields into the bit-selection
range at the same time, and dynamically selects bits
to establish decision trees without rule duplication.

• The maximum tree depth (i.e. number of intermedi-
ate node levels) and the number of rules contained in
each leaf node are both strictly limited, so that each
tree is constructed in an equalized manner, which bal-
ances the search time of each tree in the hardware and
reduces the bottleneck effect.

Preliminary experimental results show that, a limited num-
ber of evenly distributed subtrees can be generated in Kick-
Tree. Compared with other latest decision tree schemes: Cut-
Split [24] and TabTree, KickTree has a significant reduction

Table 1: Example rule set with four IPv4 header fields
rule id priority SA DA SP DP action
𝑅1 13 228.128.0.0/9 124.0.0.0/7 119:119 0:65535 action1
𝑅2 12 223.0.0.0/9 38.0.0.0/7 20:20 1024:65535 action2
𝑅3 11 175.0.0.0/8 0.0.0.0/1 53:53 0:65535 action3
𝑅4 10 128.0.0.0/1 37.0.0.0/8 53:53 1024:65535 action4
𝑅5 9 0.0.0.0/2 225.0.0.0/8 123:123 0:65535 action5
𝑅6 8 107.0.0.0/8 128.0.0.0/1 59:59 0:65535 action6
𝑅7 7 0.0.0.0/1 255.0.0.0/8 25:25 0:65535 action7
𝑅8 6 106.0.0.0/7 0.0.0.0/0 0:65535 53:53 action8
𝑅9 5 160.0.0.0/3 252.0.0.0/6 0:65535 0:65535 action9
𝑅10 4 0.0.0.0/0 254.0.0.0/7 0:65535 124:124 action10
𝑅11 3 128.0.0.0/2 236.0.0.0/7 0:65535 0:65535 action11
𝑅12 2 0.0.0.0/1 224.0.0.0/3 0:65535 23:23 action12
𝑅13 1 128.0.0.0/1 128.0.0.0/1 0:65535 0:65535 action13

in the number of memory accesses for classification. More-
over, even for rule sets up to 100k entries, KickTree can still
construct shallow decision trees with limited subsets number,
which is hardware-friendly for FPGA implementation.

The rest of the paper is organized as follows. Section 2
summarizes background and related work briefly. Section 3
presents the technical details of KickTree. Section 4 shows
preliminary experimental results. Finally, Section 5 draws
the conclusion and future work.

2 BACKGROUD AND RELATEDWORK
2.1 The Packet Classification Problem
Packet classification is classifying network traffic in fine
granularity according to multi-domain packet header infor-
mation and a pre-established classifier which consists of
a set of rules. Each rule 𝑟 has 𝑑 components represented
by 𝑟𝑖 . 𝑟𝑖 is a regular expression on the 𝑖 field of the packet
header, which could be prefix, range or exact value. A packet
𝑝 = (𝑝1, 𝑝2, ..., 𝑝𝑑 ) is said to match rule 𝑟 if ∀𝑖, 𝑝𝑖 ∈ 𝑟𝑖 . Table 1
shows an example rule set with four IPv4 header fields. Pri-
ority indicates the degree of importance, meaning that if a
packet conforms to more than one rule, low priority rules
would give way to high priority rules. Packet classification
has been extensively researched in last two decades [40] with
numerous algorithmic approaches proposed, such as decision
tree [1, 4, 5, 7, 9, 14–17, 20, 23, 24, 32, 36, 36, 43, 46, 48], decom-
position [2, 11, 13, 21, 39, 41, 47], and TSS [6, 28, 35, 37, 38].
Since KickTree is a decision tree algorithm for FPGA hard-
ware design, the following subsections mainly review the
decision tree algorithms and the related work of FPGA-based
packet classification.

2.2 Decision Tree based Algorithms
Decision tree based methods involve cutting the search space
recursively into several smaller sub-regions based on the in-
formation from one or more fields in the rule, until the num-
ber of rules in each region is lower than a certain threshold
(i.e., binth). The key values in the packet header are used to
search in the tree until the leaf of the decision tree is found,
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Figure 1: Classifier based on TabTree (binth = 1)

which contains the rules or sub rule set that can match this
packet. According to the partitioning method on space, cur-
rent decision trees can be categorized into point-comparing
based splitting such as HyperSplit [32] and bit-selecting
based cutting such as HiCuts [14] and HyperCuts [36].
Although these methods can achieve high-speed packet

classification, rule replication is the key trouble-maker for
decision trees due to the case that a rule spans multiple
sub-spaces. Rule replication not only causes a large amount
of memory consumption, but also results in slow and com-
plicated rule updates. To reduce rule replications, rule par-
titioning has been recognized as a common practice and
plenty of novel partition based decision trees have been
proposed in the past decade, such as EffiCuts [44], Hybrid-
Cuts [23], SmartSplit [16], PartitionSort [49], CutSplit [24],
NeuroCuts [27], CutTSS [26] and NeuvoMatch [34]. How-
ever, most of them do not take into account hardware char-
acteristics and are unsuitable for FPGA implementation.

2.3 Hardware-specific Solutions
Although the FPGA has been increasingly recognized as a
promising alternative to TCAM-based solutions in the last
decade, existing FPGA-based packet classifiers cannot sat-
isfy the burgeoning needs from OpenFlow switches such
as large-scale rule sets and frequent rule updates. Specifi-
cally, although BV decomposition based method supports
dynamic rule updates [10, 19, 22, 33], the scale of rule sets is
restricted by FPGA logic resource, since it consumes a large
amount of distributed RAMs. Most decision tree algorithms
are designed for software with imbalanced and unbounded
depth, which not only results in inefficient optimizations on
FPGA but also makes the dynamic update difficult. Besides,
the characteristics of hardware are different from software,
so the migration and mapping process from software to hard-
ware will sacrifice some intrinsic advantages.

Figure 2: The framework of KickTree

To address this issue, the newly proposed TabTree [25]
designs a controllable number of balanced subtrees with low
memory footprints, which takes into account the characteris-
tics of FPGAs. Figure 1 shows the classifier based on TabTree
with rules in Table 1. Nevertheless, it still faces many chal-
lenges in actual implementation, which have been discussed
in Section 1. Therefore, the demands of FPGA design for
decision trees are refined as follows: i) shallow tree depth;
ii) few number of rules in each leaf node; iii) multiple sub-
trees taking advantage of the multi-concurrency feature of
hardware; iv) maximum balance among subtrees to reduce
performance bottlenecks.

3 OUR PROPOSED APPROACH
3.1 Ideas & Framework
Decision tree algorithms generally have uncontrollable tree
depth, or the number of rules in leaf nodes is not fixed. The
depth determines the node search latency, while the latter
determines the linear search latency in terminal nodes. These
two variables interact and influence each other. For example,
limiting the maximum tree depth will increase the number
of terminal node rules, and conversely, limiting the number
of terminal node rules will expand the levels of intermediate
nodes. However, from the perspective of hardware, many
decision trees with a fixed depth and a small leaf node rule
number are more preferred than a small number of deep
and bulky trees, since the hardware supports concurrent
operations of multiple trees, and the tree with the worst
performance will become the bottleneck of overall algorithm.
Based on this observation, KickTree adopts a balanced

concept to build decision trees instead of empirical and static
partitioning of rules subsets. In this approach, we break the
restriction of partitioning rule subsets, gather all possible
header fields together as a bit-selection pool, and dynamically
extract valid bits (not wildcards) each time to build a decision
tree in a recursive manner. Before building the tree, the
maximum depth and the threshold for the number of rules
in each leaf node (binth) are specified to make worst-case
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bounded. In the process of building the tree, the local optimal
principle is used to select bits sequentially, and the rules that
do not meet the bit-selecting conditions (e.g. the value of
the rule in the selection position is a wildcard) or exceed
the leaf node rule threshold are removed from current tree.
After the current tree is built, if there are remaining rules,
we continue to build the decision tree in the same way and
retain the rules of being kicked out for constructing the next
level of tree. This process continues until there are no rules
left. The framework of KickTree is shown in Figure2.

3.2 Bit-selecting Decision Tree
As each non-wildcard bit can map rules into at most two sub-
sets without any rule replications. To exploit this favorable
property, a multi-way tree could be built by selecting a few
non-wildcard bits in each tree node recursively. Choosing
more bits for each node to be divided can increase the num-
ber of forks and reduce the depth of the tree. However, too
many bits will increase the logic and storage resources of
the hardware and cause performance degradation. Therefore,
the choice of the number of bits is a matter of trade-off.

To control the width of the tree, we assume that at most b
bits are allowed to be selected in each tree node. In the pro-
cess of tree construction, the heuristic local optimal strategy
bit-selecting algorithm is utilized to select the most distin-
guishing non-wildcard bits, in order to build shallow and
balanced decision trees.

Local Optimal Strategy: This method selects the "good"
bits one by one and tries to find the most balance for each
bit. An imbalance value is assigned for each current unused
bit by using eq. (1), where #L_Child/#R_Child is the number
of rules mapped into the left/right child node (i.e., #bit-0/1s
in v-th bit). The local optimal algorithm selects at most b
bits in each round, where each selected single bit has the
minimum imbalance value among the currently unused bits.

𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 (𝑏𝑖𝑡 𝑣) = |#𝐿_𝐶ℎ𝑖𝑙𝑑 − #𝑅_𝐶ℎ𝑖𝑙𝑑 | (1)

3.3 Evenly-distributed Tree Construction
The construction process of KickTree is shown in Figure 3.
The classifier construction starts from building the first tree
with the complete rule set as the root node.

In one of the following situations, the method stops the bit
selection process: 1) The tree depth reaches the predefined
maximum value; 2) The number of rules in the tree node is
less than the predefined threshold binth; 3) The remaining
unselected rule bits share the same value and cannot further
separate the rules from each other.

The rules would be “kicked” out of current tree in one of
the following two cases: 1) when current node is dividable,
the value of rules is a wildcard in the bit determined based
on the local optimal strategy; 2) when the current node is

Figure 3: The construction process of KickTree
indivisible which means the node would be a leaf node, and
the number of associated rules exceeds binth, the rules whose
priorities lag behind the top binth rules will be removed.
This recursive manner might result in multiple decision

trees with evenly distributed depth and leaf node rule num-
ber. These trees could be implemented on FPGA which run
simultaneously to perform packet search. By minimizing the
search delay among different decision trees, this even fea-
ture can improve the overall classification result generation
speed, thereby preventing the so-called bottleneck effect.

3.4 A Working Example
This subsection illustrates a KickTree classifier construction
example for the 13 rules given in Table 1. Assume that the
maximum tree depth is two, each internal tree node is al-
lowed to select a maximum of two bits for rule mapping
and the binth of the leaf node is one. Port fields are simply
transformed to Longest Common Prefix (LCP) as in Table 2.
The details of LCP can be referred to [25].

The process starts from building the first tree with the
complete rule set. The selected bits for dividing root node are
in 1st and 33rd, which would remove 𝑅8 and 𝑅10 as their 33rd
bit or 1st bit is wildcard. This cutting generates three valid
nodes. The first valid node {𝑅5, 𝑅6, 𝑅7, 𝑅12} chooses 74th and
75th bits to generate two leaf nodes where 𝑅12 is removed
since its corresponding bits are wildcards. The cutting bits
for the second valid node {𝑅1, 𝑅2, 𝑅3, 𝑅4} are the same which
generate three valid nodes including two leaf nodes. The
intermediate node {𝑅3, 𝑅4} reaches the maximum tree depth
and the number of rules exceeds binth, so the higher priority
rule 𝑅3 remains as a leaf node. With the rules removed from
the first tree as the root node, the second tree is built and the
rule 𝑅10 is removed to build the third tree. Then no rules are
left and the process of classifier construction is done. The
constructed KickTree classifier is illustrated in Figure 4.

3.5 Packet Classification & Rule Update
3.5.1 Classification. The classification mechanism for Kick-
Tree is similar to that of other multiple decision tree ap-
proaches. As shown in Figure 2, the incoming packet searches
in all subtrees and the results are collected to choose the rule
with the highest priority. The packet search procedure is
serial in software and parallel in hardware implementation.
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Table 2: Selectable bit for example rule set
rule src_addr (SA) dst_addr (DA) src_port (SP) LCP dest_port (DP) LCP
id 1-32th bits 33-64th bits 65-80th bits 81-96th bits
𝑅1 111001001*********************** 0111110************************* 0000000001110111 ****************
𝑅2 110111110*********************** 0010011************************* 0000000000010100 ****************
𝑅3 10101111************************ 0******************************* 0000000000110101 ****************
𝑅4 1******************************* 00100101************************ 0000000000110101 ****************
𝑅5 00****************************** 11100001************************ 0000000001111011 ****************
𝑅6 01101011************************ 1******************************* 0000000000111011 ****************
𝑅7 0******************************* 11111111************************ 0000000000011001 ****************
𝑅8 0110101************************* ******************************** **************** 0000000000110101
𝑅9 101***************************** 111111************************** **************** ****************
𝑅10 ******************************** 1111111************************* **************** 0000000001111100
𝑅11 10****************************** 1110110************************* **************** ****************
𝑅12 0******************************* 111***************************** **************** 0000000000010111
𝑅13 1******************************* 1******************************* **************** ****************
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Figure 4: A working example of KickTree

3.5.2 Update. For rule deletion, the process is relatively
simple. In software, the trees are traversed and searched
from the first one. Thanks to the fact that rule replication
does not exist in KickTree, once the tree where the rule is
located is found, the rule would be deleted from this tree and
the remaining trees do not need to be searched further. In
hardware, all trees are traversed in parallel and only the tree
where the rule is located would execute the delete operation.
For insertion, search starts from the first tree. If the rule
number of the leaf node to be inserted has already reached
binth, or the current selecting bit is wildcard, then the next
tree is entered to search until a suitable tree is found to
insert. If existing trees do not meet the conditions, a new
subtree will be created. The update in hardware could be in
a cascaded manner as software.

4 PRELIMINARY EVALUATION
4.1 Experiment Methodology
In this section, we evaluate KickTree and two recently pro-
posed decision tree based approaches: CutSplit [24] and Tab-
Tree [25]. Different schemes are evaluated from the following
key aspects: number of rule subset, memory footprint, mem-
ory access and incremental update performance. For the last
three evaluations, the maximum tree depth, selection bit
number and binth are set to 10, 4, 8 respectively. All experi-
ments are run on a PC with Intel Core i7 CPU@3.20GHz.

Three types of rule sets are generated by ClassBench [42]
using default parameters, which are ACL, FW and IPC. The
rule set size varies from 1k, 10k to 100k. For each size, 12
rule sets based on 12 seed parameter files (i.e, 5 ACL, 5 FW,
and 2 IPC) are generated in ClassBench.

The source code of KickTree can be downloaded from the
website [12], as well as the GitHub [45].

4.2 Subset Number
The subset number is the subtree number in KickTree, which
is determined by a set of parameters, such as maximum
tree depth and binth. The maximum selection bit number is
fixed to 4. Figure 5 shows the generated subtree number in
KickTree under different parameter combinations for 100k
rules. Obviously, KickTree can produce a relatively stable
number of subsets by adjusting the construction parameters
for large size rule sets.

4.3 Memory Footprint
Figure 6 shows the memory footprint of KickTree and an-
other two algorithms. Experimental results show that Kick-
Tree requires storage space comparable to other algorithms
and the memory consumption increases almost linearly with
the rule set size. Even for rule sets up to 100k entries, Kick-
Tree can still construct decision trees in a few MegaBytes,
which is small enough to fit in the on-chip RAM (BRAM or
URAM) of mid-range FPGAs.

4.4 Memory Access
Traversing a decision tree node, a rule or a tuple table is
treated as one memory access in our evaluation. Memory
access is classified into average memory access and worst-
case memory access, the former refers to the tree average
depth and the latter refers to the maximum tree depth plus
leaf depth. Since each subtree runs concurrently in hardware,
the overall performance mainly depends on the tree with
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the worst performance. Thus we compare the trees with the
worst memory access among the algorithms. Figure 7 shows
the memory access of KickTree and another two algorithms.
It is obvious that KickTree is significantly better than others
in most rule sets, in terms of average access and worst-case
access. Specifically, compared with TabTree and CutSplit,
KickTree achieves 1.2 times and 0.99 times reduction in as-
pect of average access, and reaches 2.14 times and 3.09 times
improvement in aspect of worst-case access, on average.

4.5 Incremental Update Performance
The incremental update time ismeasured as the time required
to execute a rule insertion or deletion. For each rule set, we
generate a series of update operations by randomly shuffling
the rules. Since CutSplit does not support incremental rule
update, KickTree is only compared with TabTree. Figure 8
shows that KickTree has achieved an average of 1.21 MUPS
(Millions of Update Per Second) in software simulations,
which is in the same order of magnitude as that of TabTree
and is sufficient in actual application scenarios.
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Figure 8: Update Performance

5 CONCLUSION AND FUTUREWORK
Aiming at customizing an FPGA-friendly updatable packet
classifier, we propose KickTree, an evenly distributed and
worst-case bounded decision tree scheme designed by tak-
ing the hardware features into consideration. In the future,
KickTree will be improved with more balanced rule mapping
and a smaller number of subtrees by reinforcement learning.
Moreover, the corresponding hardware architecture will be
designed and implemented on FPGA.
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