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ABSTRACT
To support fast rule updates in SDN, the Open vSwitch uses a vari-
ant of Tuple Space Search (TSS) for flow table lookups, which is less
efficient than decision trees on packet classifications. In this poster,
we present our latest work on building fast flow table engine in
Open vSwitch, which achieves high-speed table lookups and fast
rule updates simultaneously. By mapping rules into tree nodes dy-
namically, a very limited TSS-assisted balanced trees can be gen-
erated without the trouble of rule replications. Preliminary exper-
imental results show that using ClassBench, our work has compa-
rable update performance to the TSS algorithm in Open vSwitch,
while achieving almost an order-of-magnitude improvement on
lookup performance over TSS on average.
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1 INTRODUCTION
OpenFlow virtual switches are being widely deployed in SDN/NFV
to enable a wide spectrum of non-traditional applications, such as
flexible resource partitioning and real-time migration. The Open-
Flow switch enforces forwarding policies with multiple ‘match-
action’ table lookups, which is essentially an extensively studied
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multi-field packet classification problem [4]. But unlike traditional
algorithmic packet classification which focused on high-speed ta-
ble lookups, OpenFlow has a much higher demand on rule updates,
making most of existing algorithms inapplicable in this context [7].

Among packet classification techniques, decision tree has been
actively investigated because of its capability for high-speed ta-
ble lookups [1–3, 8]. However, decision tree based schemes can-
not support fast rule updates due to the notorious rule replication
problem. In contrast, TSS based schemes partition rules into a set
of hash tables without any rule replications, thereby enabling fast
rule updates, which is an important metric for SDN switches. As
a result, the popular Open vSwitch implements a variant of TSS
called Priority Sorting Tuple Space Search (PSTSS) for its flow ta-
ble lookups [5]. However, TSS based schemes have a performance
concern for large rule set due to the tuple expansion problem.

In this poster, we present our latest progress on algorithmic
packet classifications especially in decision trees, which achieves
high performance on both table lookups and rule updates. Intu-
itively, to achieve this goal, there are two major challenges must
be carefully addressed when building decision trees. First, in order
to improve classification performance, how to build short trees to
reduce memory access for each lookup; second, in order to support
fast rule updates, how to avoid rule replication in decision trees.

To address these challenges, we propose a two-stage heteroge-
neous framework, which can generate a very limited short decision
trees without any rule replications. In the first stage, several bal-
anced mapping trees are constructed from rule subsets grouped
with respect to their small fields. This grouping eliminates wild-
card (*) at super-bits of small fields, thereby enabling very efficient
mapping without any rule replications. The second stage handles
the terminated nodes from pre-mappings, where wildcards may
lead to rule replications. A salient fact is that after pre-mappings,
the number of rules in the terminal nodes has been significantly
reduced, where the linear search or TSS approaches can be well
applied for these subsets to facilitate tree constructions.

Overall, the goal of our project is to design a fast flow table en-
gine for packet processing in Open vSwitch, which can adaptively
exploit the benefits of tree and TSS techniques.

2 DESIGN & AWORKING EXAMPLE
Before describing the key steps of our algorithm design, we first
give the definition of an important concept: small field.

2.1 Definition: Given an N -field rule R=(F1, …, Fi , … FN ) and a
threshold value vector T=(T1, …, Ti , … TN ), we give a definition for
field Fi as follows: if the range span length of field Fi ≤ threshold
value Ti , we say that Fi is a small field.

2.2 Key Steps: Based on the definition of small field, we now
list the key steps of our designed algorithm as follows.
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Table 1: Example rule set with two IPv4 address fields
rule # src_addr dst_addr rule # src_addr dst_addr
R1 228.128.0.0/9 0.0.0.0/0 R8 0.0.0.0/0 123.0.0.0/8
R2 223.0.0.0/9 0.0.0.0/0 R9 178.0.0.0/7 0.0.0.0/1
R3 0.0.0.0/1 175.0.0.0/8 R10 0.0.0.0/1 172.0.0.0/7
R4 0.0.0.0/1 225.0.0.0/8 R11 0.0.0.0/1 226.0.0.0/7
R5 0.0.0.0/2 225.0.0.0/8 R12 128.0.0.0/1 120.0.0.0/7
R6 128.0.0.0/1 123.0.0.0/8 R13 128.0.0.0/2 120.0.0.0/7
R7 128.0.0.0/1 37.0.0.0/8 R14 128.0.0.0/1 38.0.0.0/7

Table 2: Partitioned rules based on small dst_addr field
rule src_addr (Tsrc_addr = 225) dst_addr (Tdst_addr = 225)
# 1-32th bits 33-39th bits 40-64th bits
R3 0******************************* 1010111 1************************
R4 0******************************* 1110000 1************************
R5 00****************************** 1110000 1************************
R6 1******************************* 0111101 1************************
R7 1******************************* 0010010 1************************
R8 ******************************** 0111101 1************************
R10 0******************************* 1010110 *************************
R11 0******************************* 1110001 *************************
R12 1******************************* 0111100 *************************
R13 10****************************** 0111100 *************************
R14 1******************************* 0010011 *************************

Figure 1: TSS-assisted decision tree for rules in Table 2.

–Step 1: Rule Partitioning. Based on the observations revealed in
previous literatures [2, 3] that, even under very demanding thresh-
olds, most rules still have at least one small field. Thus, similar to
HybridCuts [2], we can partition the vast majority of the rules into
at most N subsets without duplicates among each other, where
rules in each subset share a common characteristic in the same
single field: small field. Besides, since the number of rules without
any small fields is negligible, we can simply apply PSTSS for these
rules.

–Step 2: Balanced Tree Mappings. For each partitioned rule sub-
set, we then build a multi-way tree from selective bits recursively,
so that rules can be mapped into smaller subsets containing a very
limited rules. Obviously, for the small field with the type of pre-
fix/exact values, there is no wildcard at its corresponding super-
bits of the rules. To exploit this favorable property, we employ a
greedy bit selection algorithm on rule bits especially in these super-
bits, to build a balanced mapping tree without any rule replica-
tions.

–Step 3: TSS-assisted Decision Trees. There are three conditions
to stop the first stagemapping progress and resort to other more ef-
fectivemethods for the following tree constructions: 1) the number
of rules in the mapped tree node is less than a predefined bucket
size; 2) the remaining unselected rule bits share same values and
cannot separate rules from each other; 3) the further bit mapping
will led to rule replications due to the wildcards. Finally, for rules
in these terminatedmapping nodes (i.e., leaf nodes), we employ the
linear search (#rules ≤ bucket size) or the PSTSS (#rules > bucket
size) to facilitate tree constructions.

2.3 A Working Example: Suppose each internal tree node is
allowed to select a maximum of two bits for rule mapping and the
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Figure 2: Classification performance.
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Figure 3: Update performance.

bucket size of the leaf node is one, the threshold value vector is T =
(Tsrc_addr = 225, Tdst_addr = 225). Figure 1 shows the TSS-assisted
decision tree constructed from the rules shown in Table 2, where
these rules are partitioned based on the small dst_addr field from
the rule set shown in Table 1.

3 PRELIMINARY EVALUATION
Using ClassBench [6], we compare our algorithm with the PSTSS
algorithm [5]. The source code of PSTSS is downloaded from Par-
titionSort [8]. There are three types of rule sets: ACL, FW and IPC,
whose size varies from 1k to 100k. For each size, we generate 12
rule sets based on 12 seed files.

Figure 2 and Figure 3 show the average classification time and
update time of our algorithm and PSTSS respectively, as well as
their corresponding throughputs. Compared to PSTSS, experimen-
tal results show that our algorithm has similar update performance
as the PSTSS, but achieves an average of 8.6 times faster than PSTSS
on classification time.

4 CONCLUSION AND FUTUREWORK
Open vSwitch implements a variant of TSS instead of decision tree
based algorithmswith better performance on lookups.The primary
reason is their poor support for fast rule updates, which is an im-
portant metric for SDN switches. To achieve fast lookups and up-
dates at the same time, we introduce a TSS-assisted decision tree
framework for packet classifications. Thanks for the clever parti-
tioning and balanced mapping, a very limited short decision trees
can be generated without any rule replications. As our future work,
we will improve our scheme from the following aspects: 1) dy-
namic rule partitioning based on rule bits; 2) effective mapping
for range fields. Besides, we will also implement our schemes in
hardware platform such as FPGA.
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